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1 Extended Abstract

Formally reasoning about concurrent systems is difficult, in particular if correct-
ness guarantees should hold regardless of the number of interacting processes—a
problem that is also known as parameterized verification [2, 7], since the number
of processes is considered a parameter of the system. Parameterized verifica-
tion is undecidable in general [12] and even in very restricted settings, e.g., for
safety properties of systems composed of finite-state processes with rather weak
communication primitives, such as token-passing or transition guards [24, 18].
However, a long line of research has striven to identify classes of systems and
properties for which parameterized verification problems are decidable [18, 22,
19, 20, 17, 16, 9, 21], usually with finite-state processes.

Timed automata (TAs) [8] provide a computational model that combines
real-time constraints with concurrency, and are therefore an expressive and
widely used formalism to model real-time systems. However, TAs are usually
used to model a constant and fixed number of system components. When the
number of components or agents (e.g., nodes in a network, voters in an election
protocol, etc.) is very big or unknown, considering the static combination of n
agents becomes highly impractical, or even impossible if n is unbounded. There
is a line of research into networks of arbitrary numbers of timed components
(see e.g., [6, 15, 4, 10]). However, due to the expressiveness of TAs, the results in
this area are often negative, or limited to severely restricted cases such as TAs
without clock invariants (that could force a process to leave a location) and with
a single clock [6, 5, 4, 1, 3].

A system model that has received some attention recently is that of Disjunc-
tive Timed Networks (DTNs), which combines the very expressive formalism of
TAs with the relatively weak communication primitive of disjunctive guards [18]:
transitions can be guarded with a location (called “guard location”), and such
a transition can only be taken by a TA in the network if (at least) one other
process is in that location upon firing. For example, in the DTN in Fig. 1, the
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Fig. 1: Asynchronous data read example

transition from init to reading is guarded by location post: if a process in loca-
tion init wants to reach reading, then at least one other process must be in post at
the same time. A related communication primitive is lossy broadcast [17], which
consists in one process taking a sending transition, and an arbitrary subset of
the potential receivers synchronizing with a corresponding transition. For finite-
state processes, it is known that lossy broadcast is strictly more expressive than
disjunctive guards [14], but for timed processes the relation was unknown until
now.

Parameterized model checking of DTNs has first been studied in [23], who
considered local trace properties in the temporal logic MTL, and showed that
the problem can be solved with a statically computable cutoff, i.e., a number
of processes that is sufficient to determine satisfaction in networks of any size.
However, their result is restricted to the case when guard locations do not have
location invariants, and they showed that statically computable cutoffs do not
exist for the case when TAs can have location invariants on all locations. How-
ever, the non-existence of such cutoffs does not in general imply that the problem
is undecidable.

In the first part of this work [11], we show how to circumvent the expensive
construction of a cutoff system for the case without invariants, instead using a
modified zone graph algorithm. This allows us to construct a summary automa-
ton that has the same language as a single TA in a network with arbitrarily
many processes, and thus enables parameterized model checking of local safety
and liveness properties. Moreover, we identify sufficient conditions on the TAs
which imply correctness of this approach even in the presence of invariants. How-
ever, these conditions are semantic, and it is not obvious how to build models
that satisfy them; e.g., the TA in Fig. 1 does not satisfy them.

In the second part, we show that, surprisingly, and despite the absence of
cutoffs [23], the parameterized model checking problem for local safety properties
is decidable for DTN in the general case, without any restriction on location
invariants; we give an EXPSPACE algorithm for reachability properties. The
technique circumvents the non-existence of cutoffs by constructing a modified
region automaton that directly takes communication via disjunctive guards into
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account. However, we note that this construction is in general not correct for
liveness properties.

We also extend our setting to the more difficult problem of global reacha-
bility properties, which (including deadlock detection as a special case) is often
considered in parameterized verification of untimed systems [22, 18, 17, 13], but
to the best of our knowledge has not been considered in any of the works on net-
works of TAs. We show how our algorithm can be extended to such properties,
at the cost of an exponential blowup.

Finally, we establish a result that has an independent interest. We prove that
communication by lossy broadcast is equivalent to communication by disjunctive
guards for timed automata with location invariants (while the equivalence does
not hold without clocks [14]). Thus our algorithms also cover lossy broadcast
with invariants, which might also explain their higher complexity with respect
to the case of disjunctive guards without invariants [11].

We have thus identified a powerful yet decidable formalism for distributed
real-time systems communicating by lossy broadcast or by location guards.
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